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Abstract

Opportunities for breakthroughs in the large-scale computational simulation

and design of aerospace vehicles are presented. Computational fluid dynamics

tools to be used within multidisciplinary analysis and design methods are em-

phasized. The opportunities stem from speedups and robustness improvements

in the underlying unit operations associated with simulation (geometry model-

ing, grid generation, physical modeling, analysis, etc.). Further, an improved

programming environment can synergistically integrate these unit operations to

leverage the gains. The speedups result from reducing the problem setup time

through geometry modeling and grid generation operations, and reducing the so-

lution time through the operation counts associated with solving the discretized

equations to a sufficient accuracy. The opportunities are addressed only at a

general level here, but an extensive list of references containing further details

is included. The opportunities discussed are being addressed through the Fast

Adaptive Aerospace Tools (FAAST) element of the Advanced Systems Con-

cept to Test (ASCOT) and the 3rd Generation Reusable Launch Vehicles (RLV)

projects at NASA Langley Research Center. The overall goal is to enable greater

inroads into the design process with large-scale simulations.

1 Introduction

A wide range of NASA missions require aerospace vehicle engineering assess-

ments, which are accomplished by a combination of theoretical, experimental

(including wind tunnel and flight test), and computational techniques. Each tool

has limitations which preclude it from exclusively providing sufficient informa-

tion for the intended mission; a judicious interplay among the three areas has

yielded impressive results in aeronautics. Spurred by the decrease in computing

costs relative to other costs, a continually enlarging fraction of mission analyses

rely on computation. For example, large-scale computational fluid dynamics

(CFD) solvers for the Euler and Navier-Stokes equations are routinely used to

simulate the cruise shapes of transport aircraft through complex-geometry sim-

ulations involving the solution of 25 100 million equations; in this arena, the

number of wind-tunnel tests for a new cruise wing design has been substantially

reduced. However, simulations of the entire flight envelope of the vehicle, in-

cluding maximum lift, buffet onset, flutter, and control effectiveness, have not

successfully eliminated the reliance on wind-tunnel testing. These simulations

generally involve more complex flow physics, such as unsteady flows with exten-

sive separation and strong shock waves, and a much wider range of configuration

parameters. Thus the total number of wind-tunnel hours associated with new

aircraft design has remained virtually constant.

Three major roadblocks limit further inroads of CFD into the design process:

(1) the lack of reliability of physical models (e.g., transition, turbulence, or gas

kinetic models), (2) the long turnaround time of the numerical simulation, and

(3) the lack of reliably automated functions (objectives and constraints) and



derivativesforuseindesignoptimization.Becauseoftheprohibitiveresolution
requirementsofdirectsimulationsat highReynoldsnumbers,transitionand
turbulencemodelingareexpectedto remainconcernsforthenearterm.How-
ever,thereisincreasingneedfortime-accuratesimulationsintendedtocompute,
ratherthanmodel,asmanyofthelargerscaleinteractionsaspossible(ref.1).
Thispaperfocusesonaddressingthelattertwoproblems:longturnaround
timeandthecurrentlackofreliablyautomated(i.e.,robust)simulations.It
isrecognizedfromexperiencethatimprovementsinthesetwoareasbenefitthe
reliabilityofphysicalmodelssincetheyenableamuchgreaterrangeofmodels
tobedevelopedandassessedthroughcomparisonswithexperiments.

In addressingthecurrentdeficienciesin large-scalesimulation,thesimu-
lationprocessshouldbeconsideredasystemcomposedofthefollowingunit
operations:geometrymodeling,gridgenerationandmovement,physicalmod-
eling,analysis,visualization,sensitivityanalysis,andoptimization.Experience
hasshownthattohavevalueinanindustrialanalysisanddesignenvironment,
theanswersmustbeturnedaroundinadayor,atmost,overnight.Individual
bottlenecksin theprocessneedto beaddressedto alesserorgreaterdegree
dependingontheapplication.Twoclassesofapplicationsaretypicallyencoun-
tered,termedmarket-drivenandtechnology-drivenbyP.Rubbertof Boeing
(remarkspresentedat theNASAAdministrator'sForumonSupercomputing,
Washington,DC,July1993).Market-drivenapplicationsarethoseinwhichthe
physicalprocessesarerelativelywellunderstoodandthepredominantneedis
toobtainthesimulationresultasrapidlyorasaccuratelyaspossible,inorder
tohaveagreaterimpactonthecostandscheduleoftheproject.

Technology-drivenapplicationsarethoseinwhichthephysicalprocessesare
notwellunderstoodandthepredominantneedistogainunderstandingbyusing
computationinconnectionwiththeoryandexperiment.Examplesofthetwo
applicationsarethecruisedesignofasubsonictransportaircraftandtheheat
loadcalculationforareusablelaunchvehicle,respectively.

AlongsidethegrowthofCFDinboththeseareasin thegovernment,indus-
try,anduniversitysectors,therehasbeenagrowthofcommercialCFDcom-
panies.TheseCFDcompanieshaveconcentratedonrobustgeneral-purpose
analysismethods,whichincludequitesophisticatedphysicalmodelstosimulate
awidevarietyofapplications.Historically,theaccuracyofcommercialcodes
hasnotbeenashighascodesdevelopedbyNASAforhighReynoldsnumber
applicationstoaerospacevehicles,butthegapisclosingandwillnarrowinthe
future.Thus,manyoftheroutineapplicationanalysesoftodaymaywellbe
contractedtotheseCFDcompanies.

NASApredominantlyhastechnology-drivenapplications,forexampletode-
signradicallynewaerospaceconcepts,todevelopimprovedphysicalmodels,or
to designnewexperimentalfacilitiesto supplementorvalidateCFD.NASA
shouldcontinueto developCFDmethodstargetedatthesetechnology-driven
applications.However,becausetheunderlyingsoftwarefortheseapplications
hasbecomequitecomplex,thesoftwaredevelopmentprocessneedstochange
improvementsareneededin modularity,supportability,andtheuseofopen
standardssuchastheCFDGeneralNotationSystem(CGNS)(refs.24).These



improvements,discussedinmoredetailinthenextsections,shouldcreateasys-
temwithahighdegreeofinterchangeabilityofcomponents,includingusageof
third-party,proprietarymodules,in orderto meetthreeneeds:(1)pioneer-
ingdevelopmentofnewaerospaceconcepts,(2)developingandvalidatingnew
physicalmodels,and(3)assessingthestateoftheartanddevelopmentofnew
algorithms.Asalgorithmsandphysicalmodelsaredeveloped,thistechnology
shouldbetransferredtoawideaudiencewithanemphasisondisseminationto
thecommercialCFDcompanies.A verysuccessfulmodelofthisisthevisual-
izationcapabilityinCFD:earlytechnologywasspurredbyNASAdevelopment
andnownearlyallof thevisualizationtoolsaresuppliedbythecommercial
sector.

Inbothmarket-andtechnology-drivenapplications,themostdominantfac-
torishowrapidlythecomplexgeometry,definedfromadiversesetofcomputer-
aideddesign(CAD)standards,canbeaddressed.Pormarket-drivenapplica-
tions,thenextdominantfactorisusuallythespeedofthecalculation.

Portechnology-drivenapplications,thenextdominantconsiderationisusu-
allythefidelityof thephysicalmodel.Evermorepowerfulalgorithmsand
computersareneededto meetthegoalofreducingtheoverallprocesstime.A
keyelementcuttingacrossmanyareasistheincreasedusageofadjointmethods;
thesemethodshavebeenextensivelyusedformanyyearsinthestructuresand
controlsdisciplines.Theadjointmethodshavevaluenotonlyindesignoptimiza-
tionbutalsoinerrorestimation,stoppingcriteria,andadaptive-gridcriteria.
Finally,inbothmarket-andtechnology-drivenapplications,gridmanipulation
schemesandsimulationsthatmayberobustforthepurposesofanalysisare
usuallynotrobustforthepurposesofdesignoptimization.A significantob-
stacleto designoptimizationis thatthesimulationsandmeshmanipulation
schemesarefrequentlyunabletoprovideobjectivefunctions,constraints,and
theattendantderivativesovertheentiredesignspaceinanautomatedfashion
usuallyrequiredbyoptimizationalgorithms.

Thepaperisorganizedasfollows.Theroadblocks,opportunitiesforbreak-
throughs,andlong-termgoalsarepresentedin theselectedareasofgeometry
modelingandgridgeneration,errorassessmentandgridadaptation,conver-
genceacceleration,physicalmodelsandmodelsynthesis,anddesignoptimiza-
tion.Torealizetheopportunitiesdiscussed,amuchmoreadaptiveapproach,
in termsofgrids,solvers,andphysicalmodels,needstobetaken;thesoftware
developmentprocessiskeytoasuccessfulimplementationandisdiscussedin
thenextsection.A futurescenariois sketchedin thenextsectionshowing
howtheseelementscouldinterplayinaNASAapplication.Thefinalsection
summarizestheimpactsofattainingthebreakthroughsaddressedhere.

2 Geometry Modeling and Grid Generation

Both structured- and unstructured-grid methods have been advanced to han-

dle complex geometries. The unstructured-grid methods have a decided edge

in two areas: (1) the time to generate grids for new configurations, and (2)



gridadaptation.Thestructured-gridmethodsarestillinwideusebecauseof
thefasterspeedofcomputationonceagridhasbeengenerated.Thisaspect
isespeciallyimportantfortime-dependentapplications,designapplications,or
parametricevaluationsofgeometry-independentvariations,suchasMachnum-
berorangleofattack.Thecycletimetogenerategridsusingoversetstructured
gridsaboutverycomplexgeometries,suchasatransportaircraftin thelanding
configuration,hasbeenreducedsubstantially(ref.5)andpracticalapplications
areencounteredinwhichthisapproachisquiteviableinthetimeto generate
gridsfornewconfigurations.Oneoftheadvantagesofstructured-gridmethods
istheabilitytoeasilystretchthegridnormaltothebodytoefficientlyresolve
viscousflowsatahighReynoldsnumber.Thisaspectisactuallybeingexploited
inunstructured-gridmethodswithacombinationof advancing-layermethods
nearthesurfaceandadvancing-frontmethodselsewhere.Along-termapproach
istoexploithybridmethods,characterizedbyveryregularisotropiccellsinthe
regionsawayfromthesurfaceandatransitiontomorespecializedelementtypes
nearthesurface.Forinviscidflows,theuseof Cartesiangridswithirregular
boundarycellsisalreadycommon.Usingmixedelementsbenefitstheconstruc-
tionofaccurateandefficientsolversbutrequiresthesolversto handlearicher
varietyofelementtypes.

TheunstructuredgridgeneratorVGRIDns(ref.6)hasprovidedhighquality
viscousgridsforcomplexgeometriesinapplicationsatNASALangley,including
high-liftsystems,subsonictransports,militaryaircraft,andtheSpaceShuttle.
Theabilityto generategridswithsmoothlyvaryingelementsizesisavailable
througha spacingfunctionobtainedbysolvinganellipticpartialdifferential
equationonabackgroundCartesianmesh.Anisotropicgridstretchinghasbeen
demonstratedtobeessentialin reducingthenumberofgridpointsin3-Dappli-
cations.TheVGRIDnsmethodologycancarveoutregionsandremeshlocally,
improvinggridqualityandenablinganadaptive-gridenrichmentcapability.
Themethodologyisquiterobustforinviscidsimulationsandviscoussimula-
tionsutilizingwallfunctionstomodeltheturbulenceequations.Themethod
isnotcompletelyrobustforviscoussimulationsintegratingturbulencemodels
tothewallandcanfailnearsmallscaleregionsofcomplexgeometries,suchas
gaps,corners,or thinsurfaces.Thisissueisbecomingincreasinglyimportant
asthedemandforgridsincreases.

Irrespectiveofthegridgenerationmethod,defininganappropriategeometry
modelfroma CADdefinitionfortheconfigurationcantakeweeks.Diverse
CADstandardsareusedwithintheindustry;NASA,in its roleofassessing
technologyorproblemsolving,mustcontendwiththisdiversity.Typically,the
CADmodelhasbeendesignedto buildorconstructtheconfigurationrather
thanfromthestandpointofa CFDanalysis.Forexample,thedomainsmay
notbewatertight,orsomegeometricfeaturesmayneedto beeliminatedfrom
theanalyzedgeometry.

Anopendevelopmentframeworkforgeometrymodelingandgridgeneration
iscurrentlybeingpursued(ref.7)withintheNASALangleyGeometryLabora-
tory(GEOLAB).Thegoaloftheframeworkistoseanflesslyintegratealternate
geometrymodelingandgridgenerationalgorithmsbydevelopinganApplica-



tionProgrammingInterface(API).TheAPIisasetofrules(standardsoftware
interfaces)thatdefinetheinteractionofditferentcomponentalgorithms.The
structureoftheAPIisdefinedbydecouplingandencapsulatingthesystemtasks
intoseparate,largelyindependentcomponentprocesses;in thiscase,geometry
(includingtheconnectivityofthesurfaceregions),gridmetrics(includinggrid
spacing),andmeshing(includingedge,surface,andvolume)processes.The
approachmakesavailableamuchricherpaletteoftechniquesforcomplexge-
ometrymeshings;thisinterchangeabilityis importantgiventhatthecurrent
methodsarenotsufficientlyrobustforviscousapplications.

TheinterfacedrawsheavilyfromtheComputationalAnalysisPRogranmfing
Interface(CAPRI)model(ref.8). CAPRIisaCAD-vendor-neutralAPIthat
accessescomputationalsolidgeometryrelatedinformationfromthekernelofthe
originatingCADsystem.Thisallowsalayerofabstractionfromthespecific
(andoftenproprietary)methodsof agivenCADstandardandtherebyeffi-
cientaccess,withoutlossofinformation,totheunderlyingCADmodelbythe
gridgenerationprocesses.Thisaspectisespeciallyimportantwithadaptation
proceduresto ensurenewsurfacegridpointscorrectlyrepresenttheintended
geometry.TheCAPRImodelislimitedtothemanifoldsolidgeometriesused
bymodernCADvendors.Bytakingadvantageoftheinherenttopologicalin-
formationofthesolidmodel,thegridgenerationcanbeautomatedandmuch
ofthesetuptimerequiredbyotherdescriptionsofthedomainisavoided.Sup-
portoflegacysystemsrequiresthatotherdescriptionsbeaccommodated,such
asthroughICESspecification,inwhichcasetopologyinformationneedstobe
provided.A prototypederivativeapplicationofthisframework,GridEx,isun-
derdevelopment(ref.7),usingthealgorithmsfoundinVGRID(ref.6),FELISA
(refs.9 12),andAFLR3(ref.13)interchangeablyinmeshingapplications.

Thegridgenerationdevelopmentreliesheavilyonthedevelopmentofcom-
mercialCADsystems.Untila fewyearsago,mostcommercialgridgenerators
hadaveryweaklinktothecommercialCADsystems.Today,mostcommercial
gridgeneratorshaveadirectinterfacetomostCADsystems.

In thedesignenvironmentoftoday,geometrymodelsarequitecomplex:a
CADmodeloftenusesthousandsofcurvesandsurfacestorepresentanaircraft.
Thislevelofcomplexityhighlightstheimportanceofautomation.Today,the
commercialgridgenerationcompanieshaveshiftedtheirfocustotheimportant
issueofprocessautomation.Forexample,CFDResearch(http://www.cfdrc.
com)hasaddedajournalingcapability,allowingparameterandgrid/geometry
changesto besavedandmodifiedat a laterdate.Also,Gridgen(http://
wm_.pointwise,com)hasanewscriptingfeaturethatcanautomatethegrid
generationprocess.Thesearepromisingdirectionsforthecreationof tools
thatwillenableanautomatedmultidisciplinaryshapeoptimization.Currently,
thecommercialunstructuredgridgeneratorslacktheimportantcapabilityof
generatinghighReynoldsnmnberviscous(highlystretched)grids.

Thesensitivityanalysisisanessentialbuildingblockofthegradient-based
aerodynamicshapeoptimization.Thesensitivityisdefinedasthepartialderiva-
tiveofthegrid-pointcoordinateswithrespectto a designvariable.Despite
recentadvancesinsensitivityanalysis,veryfewgridgenerationtoolscurrently



provideanalyticalgrid-pointsensitivity.It ispossibletousefinitedifferencesto
calculatethesensitivityderivatives,butcertainfeasibilityandaccuracyissues
mustbeconsidered.Usingthefinite-differencesapproximationsforsensitivity
calculationisfeasibleaslongastheperturbedgeometrygridshavethesame
topologyastheunperturbedgeometrygrids.CommercialCADsystemsand
unstructuredgridgenerationtechniquesdonotguaranteetomaintainthesame
topologyforthegridsoftheperturbedandunperturbedgeometries.

Thelong-termgoalisautomationandself-adaptation,proceedingdirectly
fromtheCADmodelwithouthumanintervention.Somedegreeof human
involvementattheoutsetisdesirableinspecifying(1)theintendedoutcomesof
thesimulation,and(2)asetof"bestpractice"measures(suchasminimumwall
spacing,curvatureresolution,etc.)gainedfromexperiencewithpastanalyses
toconstructareasonablestartinggrid.Thegridself-adaptsfromthatpointon,
interactingwiththeprimalandadjointflowsolversto givethemostaccurate
resolutionforagivencostor thecheapestsolutionforagivenaccuracy.It is
clearthatdevelopmentframeworksthatencapsulateindividualprocessesto a
highdegreearenecessaryforageneral,extensiblecapability;thisadaptation
processisdiscussedfurtherinthenextsection.

3 Error Assessment and Grid Adaptation

Adaptive-grid methods have long promised to provide more accurate solutions

or reduced costs for a given application. The necessary software to refine and

derefine the grid can be quite extensive. For hypersonic flow applications, these

methods have proven useful in allowing the robust capture of strong shocks,

although recent studies have indicated that showing a direct benefit in efficiency

for these applications can be problematic (refs. 14, 15).

Historically, the criteria for adaptation in adaptive-grid methods has been

feature based; a recent innovation is to adapt the grid based on the solution

of the adjoint equation. The feature-based methods cluster the grid based on

some heuristic, such as pressure gradient or curvature, that clusters the grid

points intuitively. Controls must be exercised near discontinuities (shocks) be-

cause all the added grid points can go to this region to the exclusion of other

regions; thus, seemingly grid-converged but inaccurate solutions can be found

(ref. 16). Pirzadeh used entropy as a feature-based adaptation criteria in vortex-

dominated flows over delta wings and showed an improvement in feature res-

olution (ref. 17). Vortical flows are known to diffuse rapidly because of the

artificial viscosity of standard schemes; the adaptive-grid method allows inter-

acting vortices to be computed accurately and enables the simulation of such

flOWS.

The adjoint-based adaptation procedure stems from the recent progress in

developing a poste_'io_'i error estimates for the fluid dynamic equations (refs. 18

20). The adjoint developments use the fact that the error in functionals, defined

as integral quantities such as lift or drag, are the most important features in

an engineering simulation. The adjoint solution reflects the linearized change in



thisfunctionalwithrespecttotheprimalresidualerrormeasure,corresponding
totheextentthatthediscretesolutiondiffersfromthedifferentialsolution.This
isusedasarationaleforgridadaptationbyMiillerandGiles(ref.18),since
wherevertheadjointvariableislarge,evensmallprimalresidualerrorscanhave
asignificanteffectonthefunctional.Analternativerefinementstrategyisused
byVendittiandDarmofal(ref.19,20)andisdesignedtoimprovetheaccuracy
ofthecomputableerrorestimate.Thismethodhasamoreconservativecrite-
rionforadaptationthatisbasedonreducingboththeprimalandtheadjoint
residualerrors.Thismethodologyhasbeenappliedto multielementsubsonic
andsupersonicinviscidflowtestcasesandcomparesfavorablyintermsofaccu-
racyandrobustnesswithgradient-basedmethods.Insomecases,atequivalent
accuraciesindrag,atenfoldreductionin thenumberofgridpointsoverauni-
formrefinementprocedurewasfound.Also,unlikethefeature-basedadaption,
theadjoint-basedadaptationhasto-datealwaysconvergedthefunctionaltothe
correct(i.e.,uniform-refinement)result.

Theerrorestimatesobtainedthroughtheuseofadjointsprovideanatural
stoppingcriterion;theadaptationsimplystopswhenthecomputableestimate
oftheerrorreachesthedesiredgoal.Thisaspectisespeciallyimportantin3-D
analysisanddesignmethodswherethesolutiontimesaredirectlyrelatedtothe
numberofgridpoints.Boththeerrorestimateandgridadaptationprocedures
havebeenextendedto threedimensionsbyPark(ref.21),includinglinkagein
adaptationtotheunderlyingCADsurfacedefinition.Theinitialresultsdemon-
stratedsignificantefficiency gains with the adaptive mesh procedure compared

with uniform refinement for the drag error.

To show the payoff of adjoint based adaptation procedures in practical ap-

plications, we cite an example. In the summer of 2001, the AIAA Applied

Aerodynamics Technical Committee conducted the Drag Prediction Workshop

to determine the state of the art of prediction in a focused area, namely the tran-

sonic cruise drag prediction for subsonic transports. There was a large spread

among the 35 contributed solutions in drag. Hemsch statistically analyzed the

contributions (ref. 22) and, even after discarding many of the outlying solutions,

found a standard deviation of more than 20 drag counts, significantly more than

the desired error levels of i count in absolute drag and 1/2 count in incremental

drag. The turbulence models varied, but the most significant contribution to

uncertainty was the variability of the unknown discretization error associated

with a given grid. As is typical of 3-D complex-geometry applications, obtaining

an error estimate by refining the grid is prohibitively expensive; the grid can be

coarsened but usually it becomes too coarse to give a meaningful result (ref. 23).

This variability could be substantially reduced by incorporating "best practice"

process improvements. However, viable 3-D error estimates would enable a

much more precise assessment of the numerical versus the physical modeling

errors. An adaptive-grid method in concert with error prediction promises to

efficiently compute the simulation to a prescribed error tolerance much closer

to the desired error levels.



4 Convergence Acceleration

Over the past thirty years, considerable progress has been made in developing

large-scale CFD solvers for the Euler and Navier-Stokes equations. Existing

solvers can accommodate a broad range of Mach nmnbers and are quite ro-
bust. Much of the robustness stems from the realization of nonlinear schemes

that have roots in the numerical solution of the time-dependent Riemann prob-

lem, extended to multiple dimensions on a dimension-by-dimension basis. The

flux-difference-splitting scheme is an example of this approach; central differ-

encing schemes with scalar or matrix artificial viscosity are closely related to

this approach. At low Mach nmnbers, preconditioning is typically required

for accuracy and efficiency. The equations are solved using a time-dependent

(multistage time-stepping methods) or a quasi-Newton framework (approximate

implicit or residual minimization schemes), often embedded in a Full Approxi-

mation Scheme (FAS) multigrid framework.

Existing solvers are typically able to converge lift and drag values for cruise

configurations within approximately 1000 residual evaluations, where a resid-

ual is defined as the numerical evaluation of the discretized system of equations.

More complex geometry or physics generally requires many more residual evalua-

tions to converge. This efficiency can be compared with an optimally convergent

method, defined as solving the governing system of equations in a computational

work which is a small (less than 10) multiple of the operation counts in a sin-

gle residual evaluation. Such a method is said to possess textbook multigrid

efficiency (TME) (refs. 24 27); the descriptor TME derives from the etficien-

cies that have been demonstrated for elliptic equations with multigrid methods,

already available in many textbooks. The two essential ingredients of this effi-

ciency are that the discrete equations be solved only to the level of discretization

error (not to machine zero) and that the convergence rate of the algebraic errors

be independent of the grid. Extending this efficiency to a nonlinear system of

conservation equations with discontinuities (shocks, slip lines, etc.) and singu-

larities (flow- or grid-induced) is a formidable task. Each of the difficulties needs

to be isolated, analyzed, and solved systematically using a carefully constructed

series of model problems. Nonetheless, a potential gain of more than two orders

of magnitude in operation count reduction is theoretically possible.

This potential gain in efficiency is being pursued by many groups through

the construction of general-purpose solvers for linearized systems of equations.

Newton's method is the prototype solver in this regard, although a direct solver

is not currently used in practice beyond one dimension. An alternate approach

for the fluid dynamics equations promises to reach greater optimal efficiency.

The approach exploits a special property of the governing equations that in

smooth regions (i.e., neglecting shocks), the determinant of the matrix of op-

erators consists of separable factors. This special property of the differential

equations is termed factorizability. Exploiting this property in discrete com-

putations reduces the problem of relaxing a complicated system of discretized

coupled differential equations to relaxing scalar factors constituting the system

determinant.



Constructingadiscretelyfactorizablescheme(i.e.,onethatmimicsdiscretely
thedifferentialpropertyoffactorizability)isdifficult,sincetheusualdiscretiza-
tionsdonotsatisfythisproperty.Therearesomenotableexceptions,suchas
staggered-griddiscretizationsor incompressiblepressure-baseddiscretizations
(ref.28),but thewidelyusedflux-difference-splittingschemeisnot factoriz-
able.SeveralapproachesarebeingdevelopedatNASALangleytoexploitthis
propertythroughthedevelopmentofdiscretelyfactorizableschemes,andsome
encouragingresultshavebeenobtained.Thisprogresswasreportedinaspe-
cialsessiononTMEmethodsforthefluiddynamicsequationsheldatthe2001
AIAACFDconference(refs.2933).

Theideatoexploitfactorizabilitydatesbacknearlytwodecades(refs.24,25).
It hasnotbeenusedmuchinmainstreamCFDdevelopmentformanyreasons.
Amongthemisthatoneoftheimportantproblemstoovercomewasaccuracy
androbustnessforstrongshocks,andthishasbeenapproachedmainlythrough
time-dependentmethods.Anotherreasonisthatit isdifficultto attainTME
fornon-ellipticfactorsandmixedelliptic-hyperbolicsystems.Recentinterestin
factorizabilitywasrenewedpartlyduetothedemonstrationbyTa'asan(ref.34)
ofTMEfortheEulerequations.Brandtsummarizedthebarriers,alongwith
possiblesolutions,to attainingTMEfor fluiddynamicsin a recentICASE
paper(ref.26)muchofwhichappearedin anaddendumto arecenttextbook
onmultigrid(ref.27).

In orderto translatetheideaoffactorizabilityintopractice,thesolvers
shouldberestructuredtohandleaprogressivelymoredifficulthierarchyofequa-
tions:scalar(e.g.,hyperbolic,elliptic,convection-diffusion,or full potential),
constantcoefficientsystems,variablecoefficientsystems,nonlinearnonconser-
vativesystems,andnonlinearconservativesystems.Thescalarequationsrep-
resenteachofthefactorsofthesystemdeterminant,forwhichTMEhastobe
demonstratedbeforeexpectingTMEforthesystem.Mostofthequantitative
theoreticalanalysisislimitedto theconstantcoefficientsystemsofequations.
Thus,thisstageisespeciallyimportantindemonstratingthattheimplementa-
tioncorrectlyrecoversthetheoreticallyexpectedbehavior.Themethodologyis
alsoapplicabletotheadjoint(dual)equationsthatrepresentasetofnoncon-
servativevariable-coefi3cientsystemofequations.

Forconservativesystemsof fluiddynamics,theconservativevariablesare
correctedaccordingto eachofthevariablesassociatedwiththedeterminant
factorsinaprocessknownasdistributedrelaxation.Thevariablesassociated
withthedeterminantfactorsarequiteoftenfamiliarto aerodynamicists,for
instanceasthepotentialfunctionortheentropyfunction.Thus,theoriginal
coupled(conservative)equationsarealwaysusedtocomputeresiduals.

Fourattributesdifferentiatespecial-purposemethodsfromthegeneral-pur-
poselarge-scalesimulationmethodsoftoday,namelytreatmentof:(1)complex
geometry,(2)viscousflow,includingturbulencemodels,(3)compressibleflow,
and(4)discontinuities,includingshocksandcontacts.Considerableinvestment
existsinthesegeneral-purposesolvers,andnewalgorithmshavetoshowaquan-
tumincreaseincapabilitybeforetheybecomepartofthemainstreamusage.
Much,butnotall,ofthegroundwork,includingdemonstrations(refs.3538),



isalreadyinplaceforthedevelopmentofgeneral-purposesolversthatcanat-
tainTMEforthenonlinearnonconservativeequationsoffluiddynamics,i.e.,
factors1 3. The treatment of discontinuities remains a hurdle. A combina-

tion of two approaches is needed: (1) globally distributed relaxation for the

smoothly varying part of the solution, and (2) local quasi-Newton relaxation for

the regions near discontinuities (shocks, contacts) and, possibly, near bound-

aries. Some initial results using this approach have been demonstrated in one

spatial dimension (ref. 39). Also, a factorized scheme has been demonstrated

for the subsonic and transonic flow over airfoils, including shocks (ref. 31).

To attain a possible hundredfold increase in efficiency, the underlying phys-

ical characteristics of the simulation, namely the determinant factors (elliptic

or hyperbolic) of smooth regions and the discontinuities (shocks or contacts),

must be approached separately with specialized techniques. This is distinctly

different from the global pseudo-time-marching approaches taken with current

methods. The new approach is also applicable to time-dependent flows for which

solvers are conceptually simpler to develop than those for steady-state flows. It

is also well suited for efficient solution of the adjoint equation used in design

and error estimation procedures.

5 Physical Models and Module Synthesis

The wide breadth of applications for analysis and design studies supporting

NASA missions requires a wide variety of physical models, including transition

and turbulence models and high-energy gas models. The fidelity of the physical

model is likely to be the single most important discriminating factor between

alternative software systems of the future. Thus, it is appropriate to develop

standards that enable software systems to access a wide variety of physical
models.

At NASA Langley, the range of physical models supported by different codes

has largely evolved in response to programmatic needs. In late 1999, physical

models appropriate for hypersonic flow, i.e., thermochemical nonequilibrium

high-energy flow, were available in two structured-grid solvers, LAURA (ref. 40)

and VULCAN (ref. 41). The unstructured-grid solver PELISA was available

for inviscid flows using perfect gas and equilibrium chemistry models. All of

the viscous unstructured-grid solvers were restricted to perfect-gas simulations.

Since there was a high demand for complex geometry simulations, a project was

proposed to synthesize these modules into an existing unstructured-grid code,

PUN3D (refs. 42,43). The project, entitled High-Energy Plow Solver Synthesis

(HEPSS), was intended to include modern practices, such as modular, object-

like code structure, and run on distributed-memory commodity clusters and

shared-memory supercomputers.

The first argument to be settled by the HEFSS team was to choose the

software language of modern scientific computing. Although there are many

scientific software languages, the most evolved object-oriented is C++, espe-

cially as regards the use of templates. There is, however, a large base of legacy
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scientificcodewritteninFortran77;Fortran90(supportingdynamicmemory
allocation,subroutine/functionrecursion,andpointers)isnowavailable,and
Fortran2000,notyetavailable,shouldcontainmoreobject-orientedsyntax.
Thereis alsoanargumentthatMathematicais themostappropriatechoice
becauseitssymbolicmanipulation,graphics,textprocessing,andcomputing
capabilitiesarebundledinterchangeablyinoneplatform(privatecommunica-
tionfromR. Wakersof VirginiaPolytechnicInstituteandStateUniversity,
2001).Theteamcouldreachnoclearconsensus,andFortran90wasadopted
asareasonablechoicefortheproject.Yetthedebateoverthemostappropriate
scientificcomputinglanguagecontinuestodayin thesoftwareindustry.

OneinterestingfindingoftheHEFSSteamwasthatFortran90implemen-
tationsvariedwidelyacrossmachines.Somecodingstylesthatwereveryuseful
formodularityhadtobediscardedbecauseeitheroneormoreoftheintended
compilersdidnotfullyimplementtheFortran90standardortheexecutionof
thesyntaxwasslowerbyafactorashighasten.Anexamplein thisregard
wastheimplementationofusemodulesratherthanargumentliststopassin-
formationbetweenroutines;theusemoduleswerepreferredonthebasisof
modularitybutweretwotimesslowerin execution.Thus,apracticalcom-
promisewasstruckbetweenthelanguageandtheimplementationoncurrent
machines.

Throughweeklyteammeetingsanduser/developerworkshops,theHEFSS
teamdevelopeda configurationmanagementplan,a listof attributesto be
embodiedbythesoftware,andcodingstandardssimilartothestandardsdevel-
opedbytheEuropeanweatherpredictioncommunity(http://www.meto.uk.
gov/secS/NWP/T0YS_monitoring/NWP_F90Standards.html).Thedocumenta-
tion(http://hefss.larc.nasa,gov)isweb-based.Softwareengineeringsup-
portwasestablishedformaintenanceandeventualdisseminationofthesystem.
A greatdealofsoftwarechangesmadetheexistingunstructured-gridsoftware
morestreamlinedandmodular,especiallyregardinggridprocessing,boundary
conditions,andphysicalmodeling.Thephysicsmodulesforthermodynamics,
transportproperties,chemicalkinetics,andthermalrelaxationwerefirstde-
velopedandtestedwithintheLAURAcode;thegenericdatastructurewas
modeledaftertheVULCANcodeandrecoversallofthecurrenthypersonic
applications.Nightlybuildsandtestcaseexecutionofthesystemacrossdif-
ferentcomputerplatformsuncoveredmanyoftheimplementationdifficulties
mentionedpreviouslyandmanysoftwareinconsistencies.Theinitialversion
wascompletedinthefallof2001andisundergoingtestingonaseriesofbench-
markcases.Thecoderetainsthecapabilitiesoftheoriginalperfect-gascode
butalsoallowshigh-energysimulations,includingscramjetandplanetaryentry
flowfields.

6 Design Optimization

High-fidelity computational models have traditionally been used in the analysis

of physical systems. They have recently begun to be used for design optimization
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aswell.Givenasetofdesignvariables,theanalysisproblem computes the cor-

responding state variables. The attendant design optimization problem is then

to optimize a set of objectives, subject to design constraints. The objectives and

constraints are quantities of engineering interest, derived from the state variables

that describe the physical behavior of the system. While design optimization

problems with a few variables may be approached with heuristic and intuitive

schemes, large-scale (i.e., computationally intensive), nonlinear problems gen-

erally require rigorous, derivative based optimization methods. Iterative use of

simulations within design optimization algorithms presents a difficult challenge

to developers, because simulation-based design places much more stringent re-

quirements on simulations in terms of robustness and automation than does the

use of simulations strictly for the purposes of analysis.

Simulation-based optimization methods are enabling tools for advanced con-

cept design, promising to determine new shapes within properly formulated con-

strained design problems. The optimization environment on parallel computers

requires the integration of many processes, including domain decomposition,

flow and adjoint (if required) solvers, gradient evaluation, mesh movement and

adaptation, and parameterization. FUN3D (refs. 42,43) is the unstructured-grid

code that forms the basis of the HEFSS effort to extend high-energy physics

models to applications with more complex geometries. FUN3D has a unique

capability for use in viscous design optimization on unstructured grids (ref. 44)

since it has been completely hand-differentiated to enable sensitivity analyses

that are discretely consistent with the computed flow solution. This section

describes the approach to design optimization.

The need for derivatives in large-scale optimization is well known. Very

attractive derivative-free methods cannot currently be used for problems with

many design variables or even for problems with relatively few design variables

but expensive functions because of the large number of required function eval-

uations. A sensitivity derivative is the derivative of an output quantity with

respect to an input quantity; a simple example for a CFD code is the derivative

of the lift with respect to the thickness of a particular airfoil section. Tradition-

ally, sensitivities are computed with the finite-difference approach. Since this

approach scales with the number of design variables, it can be expensive and,

moreover, it can be inaccurate.

Automatic code differentiation tools form a more advanced approach to com-

puting sensitivities. Tools such as ADIFOR (Automatic Differentiation of For-

tran 77, refs. 45 48) and ADIC (Automatic Differentiation of C, ref. 49) function

as preprocessors. For instance, ADIFOR accepts as input a Fortran code along

with specifications of the input and output variables, and it produces as output

an augmented Fortran code that contains the original analysis capability plus

the capability for computing the derivatives of all the specified output quantities

with respect to all the specified input quantities. Alternatively, one may use the

complex variable technique (refs. 50 52) to produce sensitivities. These meth-

ods are attractive when the number of outputs is large compared to the number

of design variables. Derivatives produced via the complex variable technique

are available with the FUN3D solver (refs. 53 55).
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Pordesignproblemswherethenumberofoutputsissignificantlylowerthan
thenumberofdesignvariables,computingsensitivitiesviatheadjointtechnique
isanefficientandversatilealternative.Theapproachnotonlyprovidesanalytic
derivatives,buttheerrorestimationandgridadaptationcriteriadescribedpre-
viouslyareaninherentby-productofadjoint-baseddesign.Hand-diffbrentiated
codeisusedtoconstructanadjointsystemwithinPUN3D.Thesystem'ssolu-
tionyieldssensitivitiesdiscretelyconsistentwiththeanalysisproblem.Pora
singleoutput,sensitivitiescomputedinthisfashionareproducedatacostofa
singleadditionallinearsolveandmatrix-vectorproduct.

Thethreeapproachesadjoint-basedsensitivities,automaticdifferentiation,
andthecomplexvariabletechnique_placedifferentimplementationandmem-
oryrequirementsonthesystemandexhibitdiffbrent,problemdependentper-
formancesandeachmethodhasits rangeof applicability.Thepresenteffbrt
focusesonadjoint-basedsensitivitiesbecauseaerodynamicoptimizationprob-
lemstypicallycontainfewoutputsandmanydesignvariables.

Obtainingsensitivitiesbyanymethodconstitutesthemostexpensivecom-
putationalcomponentin designoptimization.In particular,flowequations
foroutputsandtheadjointequationsforsensitivitiesin theadjoint-basedap-
proachareusuallysolvedseparately,asin thePUN3Dcode,whereequations
aresolvedwithseparateresidualminimizationmethods.Extendingtheideasof
Giles (refs. 56, 57), Darmofal (private communication, Massachusetts Institute

of Technology, August 2001) has conducted promising research in combining the

flow and adjoint equations in these residual minimization methods. Darmofal

has shown that superconvergence of the solution occurs in the sense that the

algebraic errors in the functional to which the adjoint pertains is reduced as

the product of the primal and dual residuals is reduced. This has been con-

firmed through numerical computations for two-dimensional model equations

and inviscid flow.

In a design environment, grid generation is a critical issue, both from the

standpoint of robustness and the quality of the grid. Mesh deformation is an

important element in the analysis of moving bodies and shape optimization.

The lack of robust and efficient mesh deformation tools is still a major barrier

to routine application of CPD tools in single-discipline and multidisciplinary

design optimization. CPD application for shape optimization requires a robust,

automatic, and efficient tool to propagate the boundary deformation into the

field mesh. Por gradient-based optimization, the efficiency is particularly crucial

because, in addition to the boundary deformation, the sensitivity of the bound-

ary coordinates must be propagated into the field mesh. The current procedure

uses the solution to an elasticity equation for grid movement to overcome earlier

problems encountered with a spring-analogy method. Further improvements in

reliable mesh movement are needed; a potential approach uses free-form defor-

mation techniques adapted from the movie industry to move the entire volume

grid as the design changes. This technique has already proven useful in surface

parameterizations of existing configurations (ref. 58).

In traditional optimization methods for high-fidelity problems, optimization

software interacts directly with high-fidelity analysis and derivative codes to
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computeobjectives,constraints,andtheirsensitivities.Forexample,inadrag
minimizationprocedure,anoptimizerwouldinteractdirectlywitha Navier-
Stokes(high-fidelity)codeto evaluatedragandthedesignconstraintson,say,
lift.A considerablegaininefficiencyisattainedbyusingvariable-fidelitymodels
inarigorousoptimizationprocesstermedApproximationModelManagement
Optimization(AMMO).AMMOinteractswithlower-fidelitymodelsmostofthe
timeandinfrequentlywiththehigher-fidelitycode(refs.5961)toprovidesys-
tematiccorrectionstothelower-fidelitymodel.AMMOguaranteesconvergence
tohigh-fidelitycriticalpoints;thatis,convergenceoccurstodesignsofthesame
accuracythatwouldbeobtainedif thehigh-fidelitycodewereusedthroughout.
Designstudiesoftwo-dimensionalmulti-elementairfoilshavedemonstrateda
savingsfactoroffivewiththisapproach,usinganEulercodeasthelowerfi-
delitycodeandtheNavier-Stokescodeasthehigherfidelitycode.A greater
savingsshouldbepossibleinthreedimensionssincethedifferenceintherelative
expensesofthetwoapproximationsisgreater.AMMOallowsforthebroad-
estrangeoflow-fidelitymodels,includingdata-fitting(responsesurfaces,!_'ig-
ing),reduced-order,variable-resolution,variable-accuracy,andvariable-fidelity
physicsmodels.

Thelongertermvisionfordesignhasseveralmajorfeatures.
First,AMMOmustdesignwithvariable-fidelitymodelsofoptimalquality.

"Optimal"in thiscontextmeansthatthe low-fidelitymodelis significantly
cheaperthanthehigh-fidelitymodelbut,whencorrected,maintainsthedescent
characteristicsnecessaryto makerapidprogresswiththehigh-fidelitymodel.
Suchoptimalmodelshavebeenconsideredinamorenarrowsenseingeneral
unconstrainedoptimization(ref.62).Constrainedoptimization,andspecifically
aerodynamicoptimization,ismuchmoredifficult.Adecisiononoptimalityofa
low-fidelitymodelcanbeobtainedfromtheerrorestimatesoftheobjectiveand
constraintgradients.Sucherrorestimatesforvariable-resolutionmodelsshould
comeatasmalloverhead,giventhattheadjointequationisalreadybeingused
in theevaluationofderivatives.

Second,AMMOmustyieldrobustdesigns.In thiscontextrobustnessis
twofold:resultingdesignsshouldbeinsensitivewithrespecttouncertaintiesin
thedesignparameters(ref.63),suchasgeometryvariations;theyshouldalso
beacceptableforawiderangeofoperatingconditions.Methodologically,the
formerrequirementimpliestheincorporationofstochasticoptimizationtech-
niques(ref.64).Toattainthelatter,multicriteriadecisionmaking(ref.65)will
bepartofthedesignprocess.

Finally,giventhatthedesignofrealisticvehiclesisalwaysmultidisciplinary,
rigoroustechniquesofmultidisciplinarydesignoptimization(ref.66)will be
broughtintothedesignproblemformulationandsolutionstrategies.

7 Programming Environment

The large-scale simulation codes in use at NASA Langley are quite complex,

typically averaging about 100,000 lines of code and supported by one or two
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researchers.At onepoint,thepreviouslyreferencedunstructured-griddesign
codehadnearly500,000linesofcodeandwassupportedbyoneperson.The
complexityofthesoftwaremakesmodificationsandmaintenancedifficult,espe-
ciallyinthelightoftheevolvinghardwarecomputingenvironmentoftodayand
theneedformaintainingdiscreteconsistencybetweentheanalysisanddesign
codes.Thoughmathematicallibrariesexistforsolvinglinearalgebraproblems,
thereisnosimilarlibraryforCED.Althoughsomecodeisexchangedbetween
thevariousdevelopers(e.g.,turbulencemodelsandblocksolvers),thesoftware
anditssubsequentmaintenanceareduplicated.Thus,developmentofamathe-
maticallibraryforCED,relyingonstandardinterfacessuchasthosedescribed
further,isonewaytoreducetheburdenofthislargesoftware.

CGNS(refs.2 4)originatedin 1994asajointeffbrtbetweenBoeingand
NASA,andhassinceevolvedintoanISOstandardizationeffbrtforfluiddy-
namicsdata(refs.2,4)withparticipationfrommanycontributingorganiza-
tionsworldwide.It representsaneffbrttostandardizeCEDinputandoutput,
includinggrids,flowsolution,connectivity,boundaryconditions,andauxiliary
information.It isdesignedtobeextensibleandallowsforfile-stampinganduser-
insertedcommenting.TheCGNSsystemcreatesbinaryfilesthatareportable
acrosscomputerplatforms.Thesystemisasoftwarelibrarythatincludesasec-
ondlayerofsoftware,knownasamid-levellibraryoranAPI,whicheasesthe
implementationofthestandardintoexistingCFDcodes.Furtherinformation,
documentation,andtheopen-sourcesoftwareitselfisavailableontheWorld
WideWeb(http://www.cgns.org).

TheCGNSsoftwareisdistributedopenly;awidelyknownexampleofavery
successfulopensourcedevelopmentis theLinuxoperatingsystem.Although
thereareexamplesofotherlesssuccessfulopen-sourcedevelopments,several
quitesophisticatedsoftwaresystemshaveevolvedforsourcecodeversioncon-
trol,suchastheConcurrentVersionsSystems(CVS)(http://www.cvshome.
org)anditsApacheWebinterface(http://stud.fh-heilbronn,de/zeller/
cgi/cvsweb,cgi). TheCVSsoftware,inparticular,isanintegraltoolin the
collaborativesoftwaredevelopmentdiscussedin thispaper.

Otherorganizationshavebeenstrugglingwiththecomplexityofsoftware
systemsforsimulations.B.KlebandW.Wood,underaLangleyCreativity
andInnovationproject,experimentedwithwhattheyterm"Object-Oriented
DesignerCFD"andsponsoredanICASElectureseriesentitled"ModernPro-
grammingPractices."Theyproposeto contendwithsoftwarecomplexityby
introducingat theveryoutsetqualitiesthatensuremodularandextendible
agilesoftwarethatcanbesupportedinanopenteamenvironment.Therad-
icallydifferentideasspringingfrompracticesdevelopedbysuccessfulsoftware
teamshascometobetermed"eXtremeProgramming."Theideasincludetest-
firstandacceptancecoding(includingframeworksforcoding),refactoring,agile
methods,andpairprogramming.Manyoftheideasareaculturalchangetoes-
tablishedprogrammingpractice.Asanexample,properlyfunctioningsoftware
putsahighmentalstrainonthedevelopersandencouragesslow,methodical,
andincrementalchangestoexistingsoftware.Muchtimecanbespentfinding
seeminglysmallerrorsin code(e.g.,a "1"insteadofa "1"incolumn37of
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line258,711).Successfulprogrammingteamsusingthenewermethodologyfeel
comfortableaboutmaintainingandradicallychanginga millionlinesofcode
in theknowledgethatthecodesuccessfullypassesaroundtenthousandunit
testsofthesoftwareat everybuild.Thesenightly(ormoreoftenif possible)
buildsandtestcaseexecutionsareprovingtheirworthin theentiresoftware
developmentprocessdiscussedin thispaper.Theyareidealforcheckingthat
discreteconsistencyismaintainedwithworkingversionsasthesoftwareevolves.

8 A Future Scenario

The following scenario illustrates the potential benefits of applying multidisci-

plinary design and analysis methods to computational simulation.

Sometime in the not too distant future, NASA has designed a new planet

exploratory vehicle with preliminary design methods, composed principally of

linear methods with nonlinear corrections; the mission includes aerobraking and

atmospheric flyover segments. Twenty points over the mission profile, including

reentry, deployment, and flyover, are selected for detailed CFD analysis in the

morning. Starting from the CAD description and "best practice" guidelines, an

initial grid is constructed in one hour. The twenty viscous CFD simulations are

started independently with tolerances specified for a weighted combination of

the lift, drag, and pitching moment errors at deployment and flyover conditions;

at reentry conditions, the tolerances include a term for the heating error. Dif-

ferent thermal and chemical models are automatically selected as the solution

evolves; the aeroelastic structural deflections arising from the load are com-

puted as the solution evolves, using structural codes linked to the CFD codes

through extensions to the CCNS system. The solutions are rapidly converged to

within acceptable discretization errors with fast multigrid solvers. The grids are

adapted to minimize the predicted errors until the prescribed error tolerances

are met. In several areas judged most critical, a single uniform refinement is used

and verifies that the solution is within the required accuracy. The twenty solu-

tions are used to refine mission performance obtained from previous estimates.

By late afternoon, results indicate that the flyover drag is too high to allow the

intended flyover duration; visualization of the solution indicates a separation on

the inboard wing section. The next morning, the CAD model in that region

is quickly parameterized. The parameters of a multipoint design optimization

that includes the drag at flyover and the heat load at reentry are formulated. A

design optimization is initiated and a solution is returned in the afternoon. The

wing leading-edge radius is relofted to eliminate the separation. The twenty

solutions are restarted with the new geometry and the flyover duration is now

predicted to meet the mission requirements.
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9 Concluding Remarks

Opportunities for breakthroughs in large-scale computational simulation and

design have been addressed. The breakthroughs offer significant improvements

in cost, speed, and accuracy of the current bottlenecks in the simulation and

design process. In order to obtain the full impact of these improvements to

the technology-driven applications needed by NASA, the software programming

environment must be improved as well. An attainable goal is a hundredfold im-

provement in flow time from a computer-aided design (CAD) definition to a

performance prediction with known levels of discretization error. This improve-

ment is in addition to improvement from computing hardware. The payoffs will

enable many simulations not possible today. Among them are the use of higher

fidelity tools earlier in advanced concept development: for example, exploring

overland supersonic flight or distributed flow control for separated flow, or using

a larger envelope of configuration parameters in design studies. These improve-
ment enable the increased use of simulation as a cost-effective alternative to

other methods for evaluation of the entire flight envelope for aerospace vehicles.

This payoff presumes the improvement and validation of physical models,

although the speedups considered here to the underlying simulation methods

are much-needed improvements, especially for time-dependent high-Reynolds

applications. This paper emphasizes computational fluid dynamics (CFD), but

many benefits accrue in the multidisciplinary environment. For example, the

development process itself requires the encapsulation and standardization of

the individual processes, a key element of communication across disciplines.

Also, many of the needs in CFD (e.g., geometry modeling, grid generation,

and solution of large systems of equations) are shared by other field simulation

disciplines, such as acoustics or electromagnetics; these disciplines potentially

benefit from the breakthroughs described herein.
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